PAIN ISSUES (ver2)
Automatic Harvesting
1. As of time of writing Automatic Harvesting has NOT been implemented. There is no way to automatically harvest via PAIN and manual harvesting via PAIN more often than not requires Santys intervention to work properly. 

2. We need details of our Automatic Reharvesting efforts thus far- what has and what has not been implemented? 

3. Are we definitely sure that we can make no use of pre built automatic harvesting tools e.g the PKP OAI harvester
http://pkp.sfu.ca/?q=harvester 

4. How does our manual reharvesting actually work via PAIN – does it just get new records from the repositories or does it reharvest all records and then check for duplicates in some way? 

5. Which of the current repositories can we reharvest automatically (previously Santy has indicated about 6)? 

6. Can there be some means to indicate that they are being automatically reharvested in the PAIN interface? 

7. How can administrators set the frequency of automatic reharvesting? It seems that many services (e.g. eprints UK, OAIster) automatically reharvest weekly. Is this a suitable interval for specifying reharvesting? 

8. Can reharvesting/normalisation/indexing all occur automatically? i.e. no intervention required by the administrators for any of the steps involved. 

9. Which of our current repositories cannot be reharvested automatically? Why not? 

10. What is the best means to deal with repositories which cannot be reharvested automatically? i.e. Santy deals with them or Malcolm tries to reharvest manually (i.e. reharvest on top of what is already there, Normalise, index etc).
Manual reharvesting & Reindexing
· Manual harvesting and reindexing a repository rarely (never?) seems to work without Santys intervention e.g.  When I tired to reharvest the GRADE repository (very small with only 90ish records) the following occurred;

· Identify –OK

· Harvest via list records---says OK

· Normalise ---error message sorry : seems to be that you have a problem in your XML file. No records were found

· Index --- Indexing of dict ended with errors.  Contact Santy.

· Is there anything that can be done to make reharvesting work more reliably?
Harvesting – Miscellaneous Issues
· We need to be able to delete harvested content from a repository so that we can have a clean slate to start again from scratch (e.g. for instance when we want to move from harvesting a whole repository to a single set instead)

· If we want to harvest 2 separate sets do we simply harvest twice, then after both are harvested normalise and index?

Error Reporting Mechanisms for Z Targets
NOTE:  Agreed with SC in  December 06 that the error reporting mechanism for Z targets will work as follows;  If targets are not working the appropriate error message will be displayed (see below) to end users and the administrator will be notified.

· The [test Z server] option should not simply deactivate targets.  (This is too confusing for end users when targets disappear/reappear frequently).  Rather suitable error message should be displayed to end users.

· At the moment if a Z target is not working (e.g. Onesteps recently, COPAC etc) it appears to end users that the search has been successfully completed but has returned zero hits.  Instead there should be a warning icon (SPP used yellow triangle with exclamation mark e.g. [image: image1.emf]

)  and some brief explanation eg.perhaps

· Collection Not Responding

· Collection Timed Out 

· The brief explanation could be augmented by the use of alt tags in for the warning icon, perhaps along the lines of the following;

· Alt text for ‘Collection Not Responding’ = This collection is not responding to queries.  The system administrator has been informed and will investigate further. Please try again later.

· Alt text for ‘Collection Timed Out’ =  This collection has timed out.  The collection may be busy or, please try again later.

· At the moment the service administrator (MM or SC) has no way of knowing that a Z target is not working – we have to wait until someone tells us or we notice ourselves.  Can a cron be scheduled to test the Z servers perhaps on a daily basis and email the administrator?
